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(D1.5 Network Traffic Sensors Requiremeiaitsd Specifications

1. Executivesummary

This document, scoped in the definition of requirements for the ACDC tools and
components specifieghe requirements and specifications for theetwork Traffic Sensors.

The Network Traffic Sensors are the components within ACDC responsildetéating
infected systems, being used for malicious purposes and aggregated on haindtsend
this information to the Centralised Clearing Ho(€€H)

The sensors specified and di#¢a in this document reflect and focus on the experiments
defined by ACDC:

SPAM Botnets;

FastFlux Botnets;

Malicious and Vulnerable Websites and

Distributed Denial of Service Botnets and Mobile Botnets.

= =4 =4 =4

This document describes both the Requirements and the Specifications of the tools used and
to be used on ACDC.

This documents specifies a set of generic requirements that all semstirin ACDC should

comply with. Moreover, it defineive set ofSensor Classe&one for each experimeng that

includethe general architecturethe data that a sensor should receivedahe data that the
aSyaz2N) aK2dzZ R aSyR G2 GKS //1 AFT AGQa &a02LS
also a set of requirements for sensor that do not fit a specific propose (mapped with the
experiments), but detect infected systems aggregateithiwibotnets.

The information provided for each Sensor Class defines what a Tool implementer or creator
should meet in terms of architecture and what information it should collect, and also
provides a clear input on what information is going to be serthe CCH and can be used by
other pilot components.

Regarding the Technical Specifications for the tools that are going to be used within ACDC as
Network Sensors, this is an -going work at this stage of the project. Some tools already
selected for beig used on ACDC have been specified in this document, but the reader
should kept in mind that section 10 déchnicalSpecifications) is not complete and will be
updated as more tools are implemented or chosen to be used on ACDC.



2.

Introduction

The curent document aims to providéne detailed Requirements and Specificatiof
the different types of network traffisensors It defines the individuasensors and their
interactionwith the other components of the ACDC solution on a technical.level

The Network Traffic Sensors are responsible for collecting and providing data on infected
systems ljots) for ACDC. They are one of the (primary) sources of data for the ACDC
Centralized Clearing House, providing information related to infected systems on the
Internet that are used for malicious purposes.

Figure 1 depicts the interaction of the Network Traffic Sensors on the reeal
Architecture of the ACQ@oma fundional perspective

Centralized Cleaning House

SPAM-Botnet FastFlux
Sensors Sensors

o, Websites DDDS Botnet MDhI|E Botnet [W Other
G Sensors SEnsj:rrs SEHSDFS ‘ Sensors

=4

Target Infrastructure

Figurel ACD\etwork Sensors General Architecture

The Sensorsontinually monior and analysehe data flowing on the targenfrastructure
of the membersthat choose to participate in ACDC with detection teaits order to
analyse andletect any signs of infection or bot relatedttivity and report them to the
Centralized Clearing House

The target infrastructure is the set of networks, systemsndormation, belonging to
each of the participating members, that ctain information to be processetly the
Sensors, such as email messages, network traffic @ataThis is the primary source of
information for the Network Traffic Sensors.



2.1

Scopeof Work

The sope of the work described and detailed by this document reflects the
experiments proposed for the ACDC project.

For this purpose we have divided the sensors in five different abs®acisor
Classegdepicted inFigurel) to be implemented in ACDC:

1

T

SPAMBotnet ¢ Is the class that includes the set of sensors focused on
detecting bots used for SPAM purposes;

FastFlux- Is the class that includes the set ohsers focused on detecting
bots used on Fadflux activities;

Malicious and Vulnerable Websites|s the class that includes the set of
sensors focused on detecting Malicious and Vulnerable Websites;
Distributed Denial of Service (DDoS)s the class thaincludes the set of
sensors focused on detecting bots used for DDoS purposes;

Mobile Bot - Is the class that includes the set of sensors focused on
detecting bots on Mobile devices;

Other - Is the class that includes the set of sensors focused on deteltits
used for generic purposes generic bots that do not fit completely into the
other specific classes



3. GenericRequirements

This section describes the general requirements tiaist be followed, transversely, by all
the sensors to be implementddr ACDC.

The requirement levels used in this document follow the levels defined by RFG2919
Musté EMust Noté > Shoald %Should Nof | yWRyé & ¢ KS&aS f S@St a
importanceof each requirementmplementationand should provide a more clear direction

to the development conducted on WR2relation both to their need and priority

Requirement interpretationmust bedone considering the nature of the sensor, therefor
not all sensas will comply with all MUSTrequirement but only thoseassociated to their
own nature For example, a Network flow is a MUST for a network flow sensor, but not for a
end server sensor.

3.1. Data Management

The flow of data in the sensors follows the model depicteBigure2.

Each sensor is deployed, actively receiving data from one or more sources from the
infrastructure of the participating membefhedata sources vary, dependiog the
specific type of sensofmhe Centralized Clearing House can also act as a data source,
providing additional data to Sensor, increasirgpitcuracy.

Data
Process

]

Sensor

Network Traffic
DMNE queries

Emaik

Darknet Traffic

Centralized Clearing House

DataSources

Figure2 Sensor Data Flow

After receiving the data, the sensor will analyse it, using specific algorithmgeor
sets in order to detect evidence of systems developing botnet related activities.
Upon detection of these activities the sensor will process the data, in order totatta
all the relevant information regarding the specific activity detected and to sanitize
information in order to make it compliant for sharing (if applicable).

After this stage the sensor will send the information to the Centralized Clearing
House, so tht it can be later used in the ACDC workflow.

3.1.1. Input Data
¢KS aSyaz2Nna AyLldzi RIFGEFE Ydad O02YLX e

! http://www.ietf.org/ rfc/rfc2119.txt
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3.1.2.

Objective ¢ There must be a ppose forthe input of any specific
data to the sensor the input dataSHOULIDe used, as avhole, by

the sensor in order for it to condudts analysis. Any uretessary
data should not be sertb the sensor, in ordeto prevent disruption

of its functionality and performanceby analysing unnecessary or
non-relevant data.

Traceable¢ By analysinghe data itMUSTbe possible to pinpoint
the specific origin of the botnet related activitfthe source R
Address, Email Address, URL,)et€ the activity must be included in
the data set provided to the sensor, as well as the time and time
zone of tke event.

Analysable - The sensoMUSTbe able to read and understand the
data that is beingent to it. The datesSHOULDe sert unencrypted
andin a format(and encoding) supported by the sensor.

Accurate- The input informatiorSHOULDe correct. Ther&sHOULD
be mechanisms in place to guarantee that the information provided
to the sensors is not manipulated in any form, and that it represents
a real event on the memb& infrastructure.

Detailed ¢ The informationSHOULe as detailecas possible All

the pieces of information that can provide further and detailed
evidence on the specificities of any event should bet genthe
sensor. The sensor should have the capability to analyse such
detailed information.

Data Process

The procesing of data should take into considerationthe following
requirements:

)l

3.1.3.

The procesag MUSTmaintain the data integrityensuring that the
information provided to the toois not changed during its procésg

by the tool. The data sent to the sensor MB&reduced or trimmed
during its processing.

Therule setsto be applied by thalata processig SHOULDe clear
and uniform between all participating memberswho chooseto

implement specific sensorsRue sets protected by intellectual
property SHOULDe excluded from this requiremenbr have their
owner approval for sharing

Output Data

The data shared by the sensors with t@entralized Qearing House must
maintain the compliance with the input data requirements acdnsider
the additionalfollowing set

1

1

Structured¢ Thedata must be sent using th@earingHouse API, in
the specified structured form.

Legally Compliantg The data must be compliant with the legal
requirements, both on national and transnational levels. Particular
care should be take with sharing information that might be
considered private.

11



1 Confidential¢ The data sent to th&entralizedQearingHouse must
be sent using a secure channel (e.g. using cryptograghgn using
public networks guch as the Interngt in order to protectits
confidentiality The Centralized Qearing House must providea
mechanism for secure poitb-point communication with the
Sensors.

3.1.4. Communication withCentralizedClearing House

The communication of the output data with th@entralizeddearing House
must satisfy the requirementsafined in the deliverabl®1.2.1 Specification
2F ¢22f naNBRzZLB 1GGEIS / f SIENARY 3T | 2dzaSé @

Each tool musbe able to provide data to th€entralized earing House
using its specific API, defingdthe above mentioned document.

3.2.  Security

The ACDC ensors must comply witlthe followingset of Security requirements in
2NRSN) (2 SyadaNBE GKS AYyTF2NN¥IGA2yQa O2yFTARSYy

3.2.1. Physical and environmental security

91 OK al&stianZantBifing must be carefully considered and selected
in order to avoid access or damage to the information they contain, and also
to prevent or minimize unwanted disruptions in their operation.

The hosting environmentshould be physically segreged from other
facilities and always kept cleatidy, and free of combustible materialsat
could pose a potential security threat.

The physical access to any sensor or its supporting infrastructure from
untrusted or unapproved personnel must not fpermitted and must be
controlled in an effective mater, applying strict access controls and
mechanisms that ensure that the physical access to these infrastructures is
granted only to authorised personnel and that it is also recorded and
reviewed.

The hosing environment should guarantee the continuous operation,
providing continuous and redundant supply of electrical power. It must also
have the adequate protections against natural hazards (fflesds, etc).

The support infrastructure for the hoshgironment, such as cabling, wiring
and storage must follow the current best practices in order to guarantee
that they are not accessible or tampered wiil unauthorized personnel

Environment controls (temperature and humidity) should also be in place,
order to ensure the integrity and availability of the support infrastructure.

3.2.2. Logical Security

12



Properlogical security mechanisnmsust bein place to prevent, or limit to a
reasonable extent, thekelihood of unauthorized access, manipulation or
disruption to the sensors.

For this purpose, a set of minimum principals must be followed:

1 Access credentials must be individual and group or shared credentials
must not be used,

1 Srong authentication mechanismsiwust be adopted preferably using
SSH or anytber similar secure access protocol that guarantees the
authenticity of each user and the confidentiality or their access
credentials;

1 Secureprotocols (SSH, SCP, SNMPv3, HTTPS, stogyld be used for
the management, access and transport of information.

9 Secure passwords should be usedand forced to be changed
periodically Procedures specifying generation, distribution and
changing of passwords should be in place;

1 Passwords must not be visible on the screen during authentication
processes, and must nbe stored in clear text.

1 The presentation screens that appear prior to the authentication
process must be provide minimum information (not offering
information from the operating system (name, version, etc.), servers,
information on the organisation of thecompany, norpublic
information, etc.)

1 Aminimum privilege policy for information accestsould beadopted

o Themanagmentof information access in accordance with the
principle oféneedto-knowg

0 The limitation of write and execute privileges to thnimum
required to carry out the work

9 The collection, to an external elemeiaind periodical review of hosting
environment equipment access loglsould beperformed, including at
least user, date and time, information accessed and acticarsied
out;

1 The isolation of the hosting environment network from corporate
networks, by means of physical or logical segmentation mechanisms
should be in place.

1 The equipment mustigpport Access Control ListACE) or filters to
limit access only from certain sourtié address rangemd protocols.

1 Theequipmentshouldset timeouts for administration connections

order to avoid open sessions. Timeout vasitmuldbe configurable.

The equipment should allow disabling the services that are not in use.

The equipmentisould support time synchroregion (eg.NTP

protocol).

= =

3.3. LegalCompliance

The Sensor specification, development, deployment and operation must be
compliant with thelegal requirements specified on the deliveral®1.2 Legal
Requirements

13



Each contributingnember must assssand guaranteghe legal compliance of each
tool they choose to provide or use ACDC, imegardsto both analysed and shared
data, withn their national legislatiofiramework.

Theseassessmentshouldtake special care anle stricter with data that might be
considered as grsonal Data.

3.4. Ownership and Responsibilities

The responsibilities foeachnetwork sensof2 development, deployment, operation

and maintenance/update must be clearly defindor ead specific tooprovided by

ACDC These responsibilities should be defined in the correspondent tool
specification, clearly defining who is responsible for the tool development, for its

RSLIX 28YSyid 2y GKS YSYo Shklay opesatimMihddoi itdtzO (i dzNB =
maintenance or update tasks.

Each membemust be responsible and liable for the operatiard dataon his own
infrastructure, ensuring that albf the data used and shared within ACDC is in
compliance with the existing specific requiremsrdf this infrastructureHe must
also reevaluatethis compliancaupon any relevant or significant change, both in his
legal framework and technical infrastructure.

3.5. Deploymentenvironment

The deployment environmentused for the experiment and full operah of the
Network Sensors within the ACDC infrastructure framewurst be suitable and
satisfy a set of requirements.

The infrastructure that supports the operation of each sensor must satisfy its
technical specifications and guarantee thaisitorrectlydimensioned for its needs.
It should also guarantee a high degree of security, as defined in s@cfion

3.5.1. Hardware Requirements

The hardware that supporthe deployment and operation of each sensor
must satisfy the following set of requirements:

1 Isolatedq It must not be shared and used by other services or as
support for other systems

T Correctly dimensioned; It mustfulfil each tool minimum hardwar
performancerequirements In order b operate normally as
expected;

1 Compatibleg It must satisfy any compatibility issuestgd on each
tool specification;

1 Resilientg It shouldhave a good level of redundangiyicluding from
power and component failureg) backup mechanisnts guarantee
its continuous operation;

1 Supported¢ It must have a fully operational support contract in
order to guarantee the fast and effective replacement of any fault
equipment by is supplier;

14



ﬂ

Trustworthy ¢ It should besupplied bytrusted and well known
constructors, that could offeadditionalguaranteeson lifecycle
support;

Scalableg It maybe easily upgradable in terms of performance

The usage of virtualizatigratformsshould be promotednot only to have
some gains in cosiffectiveness of the project, but alsothe ease of
sharing, deployment and upgrade of tools usinggéplatforms.

3.5.2. Software Requirements

The software used by or that supporgsch sensor must safly the following
set of requirements:

ﬂ

3.5.3.

Isolated¢ The supporting operating systems or related software
components must not be shared and used by other services or as
support for other systems or applications;

Secureg It must not have any weknown vulrerabilities that have

a known fix or workaroundandcan be used to gather unauthorized
access to any information on the sensor;

Supported¢ It must have good suppt from the software vendor
with constantandtimely updates(specially security updateshhese
updates, or any change irsitonfiguration, must not affect the
service and be tested before put into productjon

Compatibleg It must satisfy any compatibility issuiekentified on
each tool specification;

Correctly dimensioned; It must fulfil eat toolQ @inimum software
performance requirementsn order to operate normally;

Resilientc It must have a good level of redundancy or backup
mechanismsto guarantee its continuous operation;

Trust worthy¢ It should be supplied by trusted and well know
vendorsor producers

Network Requirements

Thenetwork that supports theoperationof each sensor must satisfy the
following set of requirements:

1

Isolated¢ The supportinghetwork where a sensor is installstiould
not be shared and used by other services or as support for other
systems or applications;

Correctly dimensioned; It must fulfil each tool minimum network
performance requirementsn order to operate normally as
expected;Mechanisms that ensure QoS witlassification and
congestion catrol policies may also be supported;

Secureg Where applicable, the network shouile protected against
unauthorizedconnection or accesg&utomatic Protection Switching
(APSL+1, APS 1:N) may be supported;

Resilientg It shouldhave a good level of redundancy or backup
mechanisms, to guarantee its continuous operation;

15



3.5.4. Business Continuity

The hosting environmentfor the network sensors should guarantee their
continuous operations on a 24x7 mode. Continuous power supplst foe
guaranteed by backup systems (such as UPS or electricity generators).

The implementation of redundant systems or controls should be considered
for components with critical roles, whenever their unavailability means the
halt of the monitoring or sharing of information by the sensors.

The hosting environment must also supparbackup infrastructure in order
to recover the infrastructure to its original operation state in case of
disaster.

The information backup criterisshould include, at least: the person
responsible for making the backup copies and for their custodyu&eqy,
number of copies, type of backup, maximum storage times and whether it is
necessary to delete the information. The backup copies should be kept in a
RAFFSNBY (G LI IFOS FNBY GKS 2NARIAYI
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4. SPAMBotnet Sensors

The SPAMBotnet sensors will be focusemh gathering data related to SPAM botnets
used primarily for SPAM message distribution.

The primary target ofSPAMmessages is the end user, 8&AMis mostly used for
advertising (e.g., pharmaceutical products)anfecting end points such as computers
and mobile phones by having attached malware or pointing to an infected website.

4.1. Objectives

ACDC will provide tools for engers, whichserve multiple purposes ahe same
time.

9 Reporting tools: Users may instaktensions for popular communication
software such as browsers andnail clients. These extensions allow the
reporting of SPAMwhich results in an anonymized database entry into the
central clearing house.

9 Detection tools: Users may download and run ®abhich are able to
analyse their local system, check for emerging threats or known
system/configuration vulnerabilities.

Valuable information, reported or detected by this toolsyegarding found
vulnerabilities, system misconfigurations, infections, etbhould besent to and
stored within theCentralizedQearingHouse.

ACDC will also provide tools for operators and ISPs, focused on detecting SPAM
traffic based on SMTP protoct)sing eporting toolsit will be possible to atify the
operator or ISP iorder to block the SPAM user traffic and report to the central
clearing house with anonymous data input.

Central Clearing Houseay also feedthe SPAMBotnet Sensorsvith data, in order
to improve the detection.

ACDC will also provide a spamtrap sensbich will receive spam-mail sent to

email addresses listed in spamer lists. These tools can detect and report spambot IP,
can analyze spam email content and detect malicious @RIbeddedin the spam

body and report malicious URLs and attachments. \Witther analysis it is possible

to detect spam campaigns and ip address of the same botnet used for sending spam
in particular campaign.

4.2. General Architecture

The general SPAM2 Gy SG aSy a2 NRARQ | MghreBishotiiedzNBE > RS LIA O
typical interaction between all the components of the sensor.
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Figure3 SPAMBotnet Sensor General Architecture

Depending on the specific type of sensor, it should receive input data from specific
sourcessuchas logs from email servers, email messages to be analysed or already
market asSPAMoy antiSPAMilter engines, email attachments, etc.

The sensor shoulthen process these data according to its specification and, when
evidence of botnet related activity is detectezknd it to theCentralized (@aring
House, in a standardized form and using @earingH2 dza SQ& !t L @

4.3. InputData

Thesource ofdata to be anlysed by the SPAMBotnet experiment islescribed in
the tablebelow. For eachidentified source, a detailed descriptids included, as well
as the requirement level of the respective source.

Description Level of
Requirement

(Must, Should,

\EW)]
Filtered Email Email messages, already marks SPAM by an  MUST
Messages anti-SPAMengineor received by spamtrap
Body sensor

Is possible to look for some patterns or key wor
within the body of the message that helps to
identify spam campaign.
Filtered Email Headers of the email because they contain somr MUST

Messages; interesting data for the further analysis.

Headers

Filtered Email  Subject of the email message MUST
Messages

Subject

Unfiltered Unfiltered Email messages to be analysed by tt SHOULD

Email Messages sensor.

(Body + Header

+ Attachments)

Email Server Logs of email servers that contain information SHOULD

logs about sen and received emails within a specific
user community.
Email Attachments included in SPAM (@her purpose) MAY

attachments email messages, which might be used to infect
end users with malware
Malware hash  To analyse email attachments for known viruse: MAY

18



and malware (e.g. MD5 hash)

URLs All URLs in spam body can be scannesidayiners MAY
embedded in in order to find malicious web sites which could
spam body infect visiting users.
Network SMTP Network SMTP traffic as input data for the Deef MAY
traffic Packet Inspection
Tablel SPAMBotnet Input Data
4.4, OutputData

The output data to be expected by the SPBlgtnet experiment is described in the
table below. For eachientified output, a detailed description is included, as well as
the requirement level of the expected data.

Output Data

Level of

Requirement
(Must, Should,

Description

Event
Timestamp

IPv4 Address of

Compromised
bot
IPv6 Addres®sf
Compromised
bot
Compromised
email account
Malicious URL
/1P

Malicious
attachment
Hashes of
attached
(malicious)
files

Spam
campaign
information
Campaign ID

Key words

\YEW)

Timestamp of detected event. The timestamp  MUST
must also include the associatéthe zone

IP addresgversion 4)pf systens detectedin MUST
SPAM related activities.

IP address (version 6) of systems detected in  SHOULD
SPAM related activities.

Email accounts (email addresses) that have bee SHOULD
compromised and used for SPAM related activit
Malicious URd.ou IP€mbedded in the spam mail MAY
body

Malicious attachment sample and its hash MAY
Hash of the malicious detected file. MAY
The binary must be stored in the CCH.

List of spambot IP addresess sending spam witt MAY
the same subject in the same campaign
LRSYGATASNI 2F GKS | &a:MAY
aLl vyQa OF YLI A3y Aa RS

could include some keywords, urls, attacHees

and any other data combination that makes it

unique.

List of key words that could be used to identify MAY

other Spam messages.
Table2 SPAMBotnet Output Data
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5.

FastFluxBotnet Sensors

FastFlux Botnet Sensor will be focused on targeting systems and domain names used in
FastFlux activities on thdnternet, and provide this information to th&entralized
UearingHouse.

Usually the IP address behind a webpage is static. In contraghi®y the Fastlux
method uses a specific domain (g.gww.example.com) and assignsw IP addresse®

it within a short time interval (appraomately every three minutes). The bulk of IP
addresses used usually points to infected computers which aregbdhte same botnet,

and all these machines (i.e., the bots operating on them) host the same website. In other
words, a user who thinks he connects to the benign service of www.example.com is
frequently redirected to another server without noticing it, e visible content never
changes.

Another example, where the FaBtux technique is used, is the distribution of malware

(e.g., sending of malicious spam emails or the provision of websites hosting lyive
R2gyf 2 RA0V® | SNBX oiN®Wiew, thedsdusct dhhngeS Fe§uéiis NI &
la GKS o020Ga4Q Lt FRRNBaasSa I fdSNW

FastFlux domains are usually hosting layer of botnet proxy bots which are hiding botnet
command and control centres who communicate with bots through these proxy bots.
Fastflux domains are also used for changing the IP addrEsameserver resolvers used

by botnets in doubleflux or nflux botnet architecture thus increasing botnet command
and control center resilience and resistance to botnet deactivation.

5.1. Objectives

In orde to notice that the FasFlux technique is applied by a botnet, different kinds
of network sensorshouldbe installed within the networks of the ACDC consortium
partners

These sensorshould beused to store Internet traffic and tanalyseit using eisting

and approved methods (e.g. deep packet inspection) and novel approaches such as
analysingnetwork-flow dataor sniffing and analysing DNS resource records in near
real time

In addition DN8nformation may be analysed by means of spatial staisticorder

to provide another indicator for the application of Fadux. The latter is described

in detail by the thesiPetection of Botnet Fadtlux Domains by the aid of spatial

analysis methods which depicts a simple and inexpensive method agating

indicators that can help identify FaBtux utilization, its outcomes may be-re
evaluated by applying its methodology inthe Fast dzE . 2 Gy S { Sy a2 ND&
Such an evaluation is planned to be performed using data provided by ECO.

The gaied datawill be sent to the Gentralized dearing House, were they are
aggregated and prepared for further analysis.

2 https://workspace.acderoject.eu/index.php?c=files&a=download file&id=960
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The aggregation and data mining plays a vital role in this experiment as it lies in the
nature of the FasEFlux technique to have multiplsources (i.e., IP addresses) relate
to the same problem.

5.2. General Architecture

The generaarchitecture of theFastFlux botnet, depicted irFigure4, shows the
typical interaction between all the components of the sensor.

O =
Oa of
Deep Packet Flow Records
Inspection @
P FastFlux ot Do = TTT
= (D
DNS Data

Centralized Clearing House

Information
Sources

Figure4 FastFlux Botnet Sensor General Architecture

Depending on the specific type of sensor, it should receive input data from specific
sources,such as DNS zones or servers, network flow records, packet inspection
mechanisms, etcln terms of spatial analysis Dliformation could be used to
extract geographical information of IP addresses that are or have been associated
with a specific domain. Her@ot only DNSnformation about a domain itself but
also information about their responding Di¥&rvers should be evaluated.

The sensor should then process the data according to its specification and, when
evidence ofFastFluxbotnet related activity isdetected, send it to theCentralized
QearingHouse, in a standardized form and using GearingH2 dza SQa !t L ®

5.3. Input Data

The source of data to be analysed by FastFluxBotnet experiment is described in
the table below. For eacidentified source, aletailed description is included, as well
as the requirement level of the respective source.

Description Level of
Requirement

(Must, Should,

May)

DNS Zone Information about specific DNS zones, MUST
information including the configuration parameters.
DNS resource DNS type A records (if A records are gainer MUST
records by sniffing network it should be sniffed on

outer side of DNS recursor due to privacy

reasons)
Network Flow Information about DNS query and response MUST
Records in order to analys¢he number of different

NEaLRyaSa NBOSwOIRS
Timestamp of the network traffic flows to
analyse timebased patterns.
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Blacklists/Whitelists Known domains and IPs that are considere SHOULD
malicious or legitimate (e.g. Ale@p sites /
Google Safe browsing, malwareurl.com)

DNS Server Information about DNS servers that respon. MAY

information to specific domains, including IP address et
Table3 FastFluxBotnet Input Data

5.4. Output Data

The output data to be expected by th@stFluxBotnet experiment is described in
the table below. For eacidentified output, a detailed description is included, as
well as the requirement level of the expected data.

Output Data Description Level of
Requrement
(Must, Should,
\EW)

Event Timestamp of detected event. The timestamp  MUST

Timestamp must also include the associatéthe zone

IPv4 Address ol IP address (version 4) of systems detecteHdat MUST
Compromised Fluxrelated activities.

bot

Fastflux The name of detected faftlux domain serving MUST
domain name  botnet

Fastflux Relationship between each domain using Fast F MUST
Domain/IP techniques and all the IPs behind it.

relation

IPv6 Address ol IP address (version 6) of systems detecteldat SHOULD
Compromised Fluxrelated activities.

bot

Type of Fast Type of fastFlux detected (type A, type NS, etc) MAY
Flux

Cluster of fast  Suspicious domains which share some percenti MAY

flux domains of the same IRddresses

Spatial statistic Classifier values that were calculated by analys MAY
classifiers DNSinformation about a domain by means of

spatial statistics (see document in annex)
Table4 FastFluxBotnet Output Data
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0. Malicious and Vulnerable Websites Sensors

Vulnerable web sites are very often target of the attacks done by hackers manually or
these attacks are performed from compromised bots. The attacks performed by
compromised bots to port 80 are performeglitomaticdly and are usually related to
remote file inclusionattack types or attacks which do not require assistance of other
compromised systems. In this sense the most interesting attack type is remote file
inclusion since it includes in the attack another st hosting malware. Such attacks
could exploit vulnerabilities in web sitélsus turningweb site for example into php bot

or do other types of attacks like cross site scriptig Such attack turns regular web site
into malicious one.

6.1. Objectives

In order to detect sources of web site attacks, new malware samgiesURIS on
which they reside,honeypot network sensors should be installed within the
networks of the ACDC consortium partners.

Web honeypots can receive all attacks to web service obiyt remote file inclusion
attacks are of the interest since they involve other compromised web servers
hosting malwareri the attack. Such devices caallect data about malware URLSs,
samples related to these URLs and attacking bot IP addresses. Afempftaitive
check and deduplication, these URLs and samples and IP addresses ceerd toe
Central Clearing House.

6.2. General Architecture

The generaMalicious and Vulnerable WebsitesSF 4 2 NAEQ | NOKAGSOGdzZNE > R
Figureb, shows the typical interaction between all the components of the sensor.

'[.
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Attacking

HITP Trathc

1 Honeypot Outut Dac) TTT

Centralized Clearing House
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Sources

Figure5 WebsitesSensor General Architecture

Through the use of passive sensors that simulate given vulnerabglitiesieypotsg
which will be set on a given network, one can identify malicious or vulnerable
websites, on the internet, used for malicious proposes.

The sensor should then process sleedata according to its specification and, when
evidence of botnet related activity is detected, sgnd it to the Centralized Clearing
| 2dzaSs Ay | adlyRFNRAIT SR F2N¥Y |yR dzAaAAy3d GKS

6.3. Input Data
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The source of data to be analysed by Malicious and Vulnerable Websites
experiment is described in the table below. For each identified source, a detailed
description is included, as well as the requirement level of the respective source.

Source Description Level of
Requirement

(Must, Should,

May)
Event Timestamp of detected event. The timestamp  MUST
Timestamp must also include the associated timezone.
Attack traffic Attack traffic which will try to exploit web server MUST
vulnerability

Table5 Websites Sensoinput Data

6.4. Output Data

The output data to be expected by théalicious and Vulnerable Websites
experiment is described in the table below. For each identified output, a detailed
description is included, as well as the requirement level of the expectead dat

Output Data Description Level of
Requirement

(Must, Should,
May)
Event Timestamp of detected event. The timestamp  MUST
Timestamp must also include the associated time zone.
IPv4 Address ol IP address (version 4) of systems detected in ~ MUST
Compromised SPAM related activities.
bot
IPv6 Address ol IP address (version 6) of systems detected in  SHOULD
Compromised SPAM related activities.

bot

Malware URL  Malicious URL hosting malware included into  MUST
attack

Malware Malware Sample MAY

sample

Table6 Websites SensoDutput Data
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7.

Distributed Denial of Servic€DDoS Batnet Sensors

The Distributed Denial of Service (DPpd&dtnet Sensors will be focused on targeting
systems and networks used in DDoS activities on ltiternet, and provide this
information to theCentralizedQearingHouse.

DDoS attacks implgt massive amount of requestseing done to a specific targethe
succes®f an attack is directly related to the amount of traffic generated, something that
can be specially accomplished by using botnéthen a specific target has beehosen
botmasters contact their bots and initiate the attack, which is nothmgre than
accessing the targ& service as often as possible.

7.1. Objectives

As the network traffic is the primary target for detecting denial of service attacks, we
take advantageof the technical knowledge and infrastructure dhe ACDC
consortium partners ah their methods for analysing traffio detect botswhich

take part in DDoS attacks, having a spefialis on Cloudhased DDoS attacks. While
Cloud services are steadily gaining popularity, it seems possible that cyber criminals
may take advantage of tkitechnology as well. As the computational power within
large Cloud services @m/erwhelming the damage that could be caused by Cloud
based attacks would bsignificant

Sincean httprequest as such, sent to an unsuspicious website, is normal, the
applied detection methods go far beyond common misuse detection. Here,
behavioural analysis faa. anomaly detection) will also be applied, as it is able to

tell apart normalfrom abnormal usage.

The cleaing of the gained data and their preparation foublic disclosure will be
done within theCentral AearingHouse. ThedearingHouse wil] of course,also be

the place where the data from different stakeholders is compared, possibly leading
to valuable insights into the attack details (e.g., geograghicigin, unsuspectingly
involved ISPs, etc.).

7.2. General Architecture

The generaarrchitecture of theFastFlux botnet, depicted ifigure6, shows the
typical interaction between all the components of the sensor.

Be ol
B4 s
Network Flow
Records

I

Input Data E DDos Botnet Output Datd T T
—h—, Sensors 1 | | )

Centralized Clearing House

Information
Sources

Figure6 DDoBotnet Sensor General Architecture
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Depending on the specific type of sensor, it should receive input data from specific
sources, shuch as network flow records.

The sensor should then process these data according to its specification and, when

evidence oDDoSotnet related activity is detected, send it to ti@ntralized
JearingHouse, in a standardized form and using earingH2 dza SQa !t L &

7.3. Input Data

The sairce of data to be analysed by the DDoS Botnet experiment is described in the
table below. For eachilentified source, a detailed description is included, as well as
the requirement level of the respective source.

Source Description Level of
Requirement
(Must, Should,
\EW)
Network Flow  Records of network flows detected on the MUST
Records YSYoSNRa GFNBHSG Ay TN

correlated and analysed.

DNS traffic data To detect DNS DDoS amplification attacks MAY
Table7 DDoSBotnet Input Data

7.4. Output Data

The output data to be expected by the DDoS Botnet experiment is described in the
table below. For eachientified output, a detailed description is included, as well as
the requirement level of the expected data.

Output Data Description Level of
Requirement
(Must, Should,
\EW)

Event Timestamp of detected event. The timestamp  MUST

Timestamp must also include the associated timezone.

IPv4 Address ol IP address (version 4) of systems detectedDoS MUST
Compromised related activities.

bot
Destination IP  DestinationlPfor the given attack MUST
Destination Destination port for the given attack MUST
port

IPv6 Address ol IP address (version 6) of systems detected in DI SHOULD
Compromised related activities.

bot

Type of Type of protocol used in the DDoS attack (e.g. SHOULD

Protocol ICMP, TGBYN, UDP, etc.)

Target Type Resource affected by DDOS (website, service f SHOULD
service)

Website Website targeted, if applicable. SHOULD

Table8 DDoSBotnet Output Data
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8.

Mobile Bothet Sensors

The Mobile Botnet Sensors will be focused on targeting mobile systems infected with
malware and controlled by a botmaster for specific purposes, and provide this
information to theCentralizedQearingHouse.

Mobile phones are today nothing less than pocket size computers and their use cases
comprise much more than making telephone calls and writing text messages.
Smartphones, i.e., mobile phones with sophisticated capabilities, advanced mobile
computingcompetencies and broad band connectivity, are employed to connect to and
make use of a wide range of different services. Many of these services (e.g., email,
banking, shopping, or social communities) require the indication of personal user
credentials, with in turn are often saved on the device for convenience reasons.
Because of this, attacking modgphones is a promisingndeavour

But not only attacking mobile devices is of interest for cyber criminals. By taking a closer
look at the technology usedo provide mobile devices in general with fast network
connectivity (e.g., Long Term Evolution (LTE) or Universal Mobile Telecommunications
System (UMTS) in general), it becomes clear that the effort required to identify users of
mobile networks is much gher compared to traditional (wireless) local area networks.
The reason for this is the fact that providers do in general not issue public IP addresses to
devices within mobile networks. Instead, they apply different kinds of Network Access
Translation (NA&) methods. This means that a provider connects bulks of different end
users to the Internet by using only one public IP address. This IP address serves as a
gateway forits customers who are issued private IP addresses. From the outside, all
users usinghe same gateway appear to be one person only. While theadled IP
NATIngis popular, other types, including peATng exist. Here, a device is indeed
provided with a public IP address, but not exclusively. That is, several devices own the
same IP adaess but operate on different ports. In any case, end user identification by
just tracking down an IP address to identify malicious activities is currently not possible.

Another problem in terms of user identification in mobile networks arises from the fa

that the devices used for communication are geographically not bound to a fixe
location. As a result, it is often necessary to assign new IP addresses to the same device
while it is moving (e.g., during a car drive).

8.1. Objectives

Even though until now #re are only very few mobile bots, due to the rising
numbers of mobile devices sold (i.e., smartphones, tablets;naigbooks, etc.), the
ACDC consortium expects more malware samples targeting mobile devices in the
near future. Andas the number of deves connected to mobile networks rise, we
plan to carry out an experiment that validates our strength in terms of identification
of botnets operating out of such networks. The identification of mobile bots is based
on tools the ACDC consortiunprovide for enxd customers. In cases where the
infection is obvious, users can report #®CDC In addition to this,specifically
analysng the network traffic of Internet Service Providers hosting mobile networks
will be part of this experiment.

As both data from enccustomers and from network scanning are seatthe

CentralizedQearingHouse, this is the place where the thorough analysis of the data
is carried out. The challenge here is to identify similarities between different
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observations in order to reveal thatpr instance, different attacks originate from
the same device (i.e., the same user).

8.2. General Architecture

The general architecture of the Mobile Botnet Sensor, depictddgnre7, shows
the typical interaction between all the components of the sensor.
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Figure7 Mobile Botnet Sensor&eneral Architecture

Depending on the specific type of sensor, it should receive input datadpatific
sources, such as the data collected by the mobile tools or the reports from the users

The sensor should then process these data according to its specification and, when
evidence ofa mobilebot is detected, send it to th€entralizeddearingHouse, in a
standardized form and using ti@earingH2 dza SQ&a !t L ®

8.3. Input Data

The source of data to be analysed by the Mobile Botnet experiment is described in
the table below. For eacidentified source, a detailed description is included, as well
as the r@uirement level of the respective source.

Source Description Level of
Requirement

(Must, Should,
\EW)

IPv4 Address of IP address (version 4) of systems detected in MUST
Compromised SPAM related activities.

bot
Event Timestamp of detected event. The timestamp MUST
Timestamp must include the associate timezone.

Network Traffic The traffic generated in the mobile network is  SHOULD
generated by  checked against a blacklist or other patterns in
mobile devices order to find some maliciousctivities.

IPv6 Address of IPv6 Address of Compromised bot SHOULD
Compromised

bot

Malicious Information about malicious phone numbegzs  MAY
telephone preventing calls/sending SMSes to the premiu

numbers rated numbers

Metadata of Sensor is able to identity "hijacked" SMSes, MAY
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malware- meaing that a malware application is able to
related SMS capture user's SMSes and not show them to tk
messages user. These can be used as botmaster's

commands on potential RAT on the device.
Usershared User may choose to share an URL with the MAY

URLs sensor. Mobile sensor is able to report malwar:
URLSs to the central sensor.

Malicious information about malicious attachments may t MAY

attachment requested from the CCH

Hashes of information about hashes of malicious files ma MAY

attached be requested (queried) from the CCH

(malicious) files
Table9 Mobile Botnet Input Data

8.4. Output Data

The output data to be expecteidom the Mobile Botnet experiment is described in
the table below. For eacidentified output, a detailed description is included, as
well as the requirement level of the expected data.

Output Data Description Level of
Requirement

(Must, Should,

May)

Event Timestamp of detected event. The timestamp MUST
Timestamp must also include the associated timezone.
IPv4 Address ol IP address (version 4) wfobile systems MUST
Compromised detectedas being infected and used for
bot malicious proposes.
Kind of event  This indicates the kind of detection done by tt MUST

sensor.
Number of This metrichasstatistics purposes but could by MUST

connections use for obtain how many bots are connecting

made to a a CC.

malicious site.

Number of This metric has statistics purposes but could | SHOULD
sent SMSe$o  use for obtain how many bots are connecting

malicious a CC.

premium

numbers

IPv6 Address ol IP address (version 6) of mobile systems SHOULD
Compromised detected as being infected and used for

bot malicious proposes.

Hashes of Hash of the malicious detected file. MAY
(malicious) The binary must be stored in the CCH.

files (APKS)

Table10 Mobile Botnet Output Data
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Other Network Sensors

9.1. Honeynet (Telecom lItalia)

Tl isdeveloping a distributed network of loumteraction honeypot sensors collecting
traffic on its public network. The intent is to gather information about attacker
patterns to increase the capacity of incident detection, event correlation and trend
analysis

9.1.1. General Architecturand Objectives

The following picture shows Honeynet general architecture.

Kippo
Glastopf

HPFeeds <:
<:| broker

] E)uﬁyua‘:iy;;@xx?

Sandbox

|
|
|
|
|
|
|
|
|
|
|
|
|
= |
Dionaea |
|
|
1
|
|
|
1
|
|
|
|
|
|
|
|

Figure8 Honeynet General Architecture

¢tKS aSyaz2NBRQ Lt kpBoR M Belegoialtaliad Alf teaffid G2 A LI
originated to these subnets is routed toward a unique ADSL connection in a

central system where the honeypot sensors are installed: by using this
architecture a distributed network of sensors is realized while all the

processing and detection logic is done in the centralized system of

honeypots.

Different types of events are collected by using a system ofimbgvaction
honeypots having different purposes:

1 Dionaea (http://dionaea.carnivore.it/)
1 Kippo (http://code.gogle.com/p/kippo/)
1 Glastopf ttp://glastopf.org/)
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The data collected from the different honeypots are carried in real time
using Hpfeeds (https://github.com/rep/hpfeeds) and stored in a database
accessible by a webterface.

Through the web interface our analysts can access different views:

1 A world map showing a real time visualization of the attacks against
our honeynet sensors. This is based on HoneyMap
(http://www.h oneynet.org/node/960.

1 A dashboard showing

o daily, weekly or monthly trends of
A detected connections
A malware collected
A most used SSH credentials (username and
password)
0 ranking of the most connected ports (per day, week or
month)
0 rankingof the top spreading malwares countries (per day,
week or month)

1 For every malware file collected, a view shows

o the number of occurrences by time
o the scan retrieved from VirusTotal

9.1.2. Input Data

The table below describes input data for the honeynet sensors.

Description Level of
Requirement

(Must, Should,

W)
IPv4 Address of IP addressof each connecting hosts (whichis  MUST
connecting always at least sospicious)
hosts

Almost every binary file collected by sensors is MUST
Binary file spreading malware.
SSH credentials (username and password) use MUST

SSH credentials on SSH honeypot server
Tablel1 ¢Honeynet (Telecom ltalia)nput Data

9.1.3. Output Data

The table below describes output data for the honeynet sensors.

Output Data Description Level of
Requirement

(Must, Should,

May)
Binary file Honyenet provides each binary file collected, MUST
collected which is very likely to be a spreading malware
List of SSH Honeynet provides username and passwords MUST
credentialsused used to gain access to SSH sensors
List of Honeynet can share every single IP address of SHOULD

suspicious IP  connecting hosts
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addresses
Aggregate Honeynetmay periodically provide statistics on MAY

statistics collected data
Table12 Honeynet (Telecom ltalia) Output Data

9.2. SmartBotDetectofTID)

The Smart Bot Detector Sensors is focused on targetingfipsted with malware
and controlled by a botmaster, and provide this information to the Centralized
Clearing House.

Nowadays, techniques of artificial intelligence and machine learning are widespread
in all areas of our lives. Its uses are as diversgoascan imagine or not. Seems
logical to think that in an ISP, where you get millions of network traffic data per
second, it is necessary to use technigues of acquiring massive data, data processing
and classification to try to be able to find relevamdauseful information to the fight
against malware and botnets.

9.2.1. Objectives

The objective with this sensor is to be able to identify the botmaster of a
botnet or at least a list of bots that are possible botmasters and provide this
information to the Centrbized Clearing House.

9.2.2. General Architecture

The General architecture of this sensor is based on the acquisition od data
from the available information sources. In our case this data is provided by
TID Deeper and TID Bots Detectors, as it's shoviigume9.

B

Ip= Infected

List i; ;

I
— 2. Lo
Ot Do ] .
| St dnitolosre
D5 Data -
Cenaraloed Clearing House
wlarmatise Smart Bot

Eour
Sourtes Sensaor

Figure9 SmartBotDetectorGeneral Architecture

Once the TID SmartBotDetector acts, the final information is senitheo
Centralized Cleang House.

9.2.3. Input Data

The table below describes input data for tBenartBotDetectosensors.

Source Description Level of
Requirement

(Must, Should,
\EW)
Network traffic  All the information associated to the IP available MUST
in the ISP in the ISP and providey TID Deeper
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List of IPs A list of IPs infected with malware provided by SHOULD

infected TID Deeper and/or CCH infected IPs.
Tablel3 ¢SmartBotDetector Input Data

9.2.4. Output Data

The table below describes output data for tBenartBotDetectosensors.

Output Data Description Level of
Requirement

(Must, Should,

\EW)
List of IPs A list of potential botmasters inside the botnet MUST
identified as
botmaster

Table14 SmartBotDetector Output Data

9.3. Behaviour analysis and event correlation sens(vi)

These types of sensors allow detecting events in the network (e.g., using DPI
techniques), applications and systems (from traces or APIs). This information is
correlated and analysed.

9.3.1. Objectives

The objective with this sensor is to be able to identify abnormal or malicious
behaviour and provide this information to the Centralized Clearing House.
This behaviour could represent activity corresponding to botnet infection
and operation phases. The dpsis can be based on on a combination of
techniques including: statistics, performance (Qo0S), machine learning
algorithms, pattern matching, behaviour analysis.

9.3.2. General Architecture

! KAIK § S@St NBLINBaSydal GA2y Figuelod K S
The sensor receives raw data from different sources, extracts pertinent data
and generates events. These events are then correlated usinggfireed

rules (ecifying wanted or unwanted behaviour) that allow detecting
functional, security and performance properties. Verdicts are produced that
can be sent to the Centralized Clearing House depending on the degree of

Q)¢
(7))
<
Q)¢

risk involved.
Sys MMT
Extract Correlation x
Net Events
0 Events > % » (Verdicts) +/
App Prop1.fail
Sys.mem Prop2.0k
Sys.CPU A Prop3.inc
IP@ Port Properties
App.login Functional
Security
Performance

Figure10Behaviour SensoGeneral Architecture
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9.3.3. Input Data

The input data can be captured on line (observing the communication interfaces,
traces or executing scripts or API function calls) or offline (analysing file containing
structured information).

Description Level of
Requirement

(Must, Should,

May)
Communication IP packets captured by observing a MUST
flows communication interface or reading a PCAP file
System traces Log files produced by the operating system MAY
Application Logfiles produced by an application MAY
traces

Table15 ¢ Behaviour SensorInput Data

9.3.4. Output Data

The output data consist of messages in any format (e.g., STIX).

Output Data Description Level of
Requirement

(Must, Should,
\EW)
Message Structured message containing for identifying tt MUST
detected property and its cause (e.g., data that
provoked the detection). This message could
contain (among other) the following information

Event Timestamp of detected property. MUST
timestamp

Event A human readable description of the property a MUST
description its level of risk

Session/flow Data defining the session or flow (destination or MAY

identification source IP addresses, ports and protocol type)

Cause A human readable descriptiorf the events that MAY
provoked the detection

Cause data A list of events and the data that provoked the MAY

detection
Table16 Behaviour Sensor Output Data

9.4. Netflow-based sensors for botnet detection

This type of sensors analyse, primarily, Netflow traffic data generated by routing and
switching devices that are Netfloeapable (e.g. CISCO, Adtran, NEC, etc). But also
software capture tools, such as softflow or nProbe, are able to sniff the network
traffic and produce an output in Netflow format that can be analysed by these
Sensors.
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Gartner last year stated that flow analysis should be done 80% of the time and that
packet capture with probes should be done 20% of the tiffilee advantage of
analysingNetflow traffic data over packets, such as using pcap dumps, is better
performance since a single flow can represent thousands of packets, keeping only
certain information from network packet headers and not the whole payload.
Therefore, the processing arahalysis of the data yields better performance results
enabling almost reaime analysis. Moreover, it is also beneficial in terms of storage
of the traffic data for traceability and auditing purposes.

9.4.1. Objectives

The analysis of Netflow data aims ateidifying botnets by discovering
anomalous behaviour in the network traffic. These observations may lead,
for instance, to identify the hosts in the network that are part of a botnet,
but also to the identification of a compromised network device and tR€ C
server that is sending commands the commands to it. Botnets detected by
these sensors normally compromise a vulnerable router or switch device
(usually not properly configured), giving the C&C server the control over the
network to recruit all the hostsn the corresponding subnet to perform
malicious activities. An example of this type of botnet is the Chuck Norris
botnet.

Other botnet types can be detected by observing http headers in the
netflow data, allowing the identification of malware distribomi content
web servers.

The analysis of Netflowlata over a period of time can be used for the
identification of clusters of hosts with unusual high rates of inter
connections that simulate the behaviour of regular péeipeer networks
but are actually an active botnet in disguise.

9.4.2. General Architectus

The next figure depicts an overview of the main elements of a Netflow
based sensor for botnet detection.

The analysis module is receiving as input the Netflow data generated by a
network device located in the border of a sabt. This network devices ia
switch or router that is mediating the incoming/outcoming traffic between
the subnet hosts and the Internet. The Netflow data is processed by the
Netflow Behaviour analysis module to detect anomalous behaviour that may
lead to conclude the subet is eing used by a C&C server and that the
network device has been compromised.

Besides the analysis of the network behaviour represented by the netflow
captured data, the sensor takes as input also a list of domains, IPs and DNS
servers that are known to bmalicious in order to identify connections to
C&C servers, malicious web servers for malware distribution or to detect

3 https://www.gartner.com/doc/1971021
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DNS spoofing. The blacklist can be obtained from the Internet (e.g.
malware.url, Google safe browsirtgips://zeustracker.abuse.cl)/

The output of the analysis tool is stored in the CCH using the provided API.

Internet
Blacklists
Netflow Netflow
Nt Behaviour CCH
B ico |::> An?jlylsls I::>
(Rourter Module

Suspicious Domains, IPs
DNS servers

> f Switch

softflow Netflow

Figure1l1 Netflow-basedSensos General Architecture

9.4.3. Input Data

The table below describes input data for the Netflbased sensors.

Description Level of
Requirement

(Must, Should,

May)
Communication Netflow data produced by a capable network ~ MUST
flows device or captured by a software tool (e.qg.
softflow)
Blacklist Ofknown C&C servers, compromised DNS MUST

(IPs, Domains) malware distribution web servers. (May come

from the Internet or/and CCH)
Tablel7 ¢ Netflow-basedSensor- Input Data

9.4.4. Output Data

The table below describes output data for the Netflbased sensors.

Output Data Description Level of
Requirement

(Must, Should,
\EW)

Compromised The IP of the compromised network devices SHOULD
network device

P
Compromised The IPs of the hosts that are being recruited by MUST
hosts IPs the C&C server because of the compromised
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network device

C&CIP The C&C server that communicateshithe MAY
compromised network device
Malicious A listof IPs of the web servers that distribute MAY
content malware that are being used by the hosts in the
distribution detected botnet
web server IP
Event Timestamp of detected property. MUST
timestamp
Event A human readable description of the property a MUST
description its level of risk
Table18 Netflow-basedSensor- Output Data
9.5. Network Interactionbased Botnet Detector (Fraunhofer FKIE)

9.5.1. Objectives

Fraunhofer FKIE is developing a sensor and respective analysis tools for
identifying hosts that are likely to be part of a botnet. The sensor will only
consider interaction patterns and not the particular payloads exchanged
between hosts, i.e. it will be less intiue as DRibased approaches and will

not be affected by payload encryption.

9.5.2. General Architecture

The sensor component should be attached to a network link that botnet
command and control traffic would need to traverse, e.g. an Internet uplink.
It will receive raw packets and refine them to provide flow records to the
analyser component.

The analyser will extract abstract communication profiles and identify hosts
GAOK | LINEFAES GKIFGO RSOALFOSE FTNRY
corresponds with a mdel for botnet C&C traffic. If the deviation is
sufficiently significant or has been observed repeatedly so that the
combination of those observations should be considered significant, the
respective host is reported to the CCH as a potential botnet nBd@orts

may include relations to other hosts, such as suspected C&C servers or the
apparent role of the node in the botnet.

Figurel2 provides an overview to thigrchitecture.
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Wide Area
Network/ Deployment
Internet Network

Flow Extractor
Acquires packet data
from an appropriate
source, e.g. a mirror
port. Converts them
into flow records.

Flow records

Anomaly reports

Analyser Central Clearing
Analyses the flow records received.

Identifies hostswhich exhibit

anomalous communication patterns

conforming with abstract models for

botnet communication. Reports

those hosts to the Central Clearing

Figure12 Network interaction-based Botnet DetectofGeneral Architecture

9.5.3. Input Data

The table below describes input data for tNetwork interactionbased Botnet

Detector.

Source

Network Link

Description Level of
Requirement

(Must, Should,
L\ EW)

Access to a network linkhich is likely to be MUST
utilised by botnet C&C traffic through an

appropriate interface, e.g. a mirror port for the

data exchanged with an Internet gateway.

Table19 ¢ Network interaction-based Botnet Detector Input Data

9.5.4. Output Data

The table below describes output data for tNetwork interactionbased Botnet

Detector.

Output Data

Description Level of
Requirement

(Must, Should,

IP (v4/v6) of
suspected
botnet node
Confidence
Role

May)
The IP address identifying a node that exhibitec MUST
suspicious communication patterns

The level of confidence in the suspicion MUST
Indicator for the role (client, server, both) of the MAY
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node in the botnet, if this could be determined k

the analysis
IP (v4/v6) Hosts that appear to be part of the same botnet MAY
addresses of as the primary suspect, e.g. because they exhit
related botnet  similar suspicious communication patterns or
hosts share peers with the suspected host

Table20 - Network interaction-based Botnet Detector Output Data
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10. Technical Specifications

10.1. Mediation server
10.1.1.0verview of the functionality provided

General descriptiorand system architecture

The system, consisting of sensors and mediation server, will collect various
types of relevant information related to botnets from specific sensors. This
information includes: IP addresses of various bots and attackers, malware
URLs used to spread malicioprograms, spam messages sent by various
spam botnets etc. Each sensor will collect a specific set of information. There
will be a total of three kind of sensors (appliances):

1 Spamtrap¢ used to collect spam messagesich can carrymalicious
URLs andttachments. Spam messages are sent by bots with specific IP
addresses.

1 Honeypot ¢ used to collect selépreading malwareand to collect
exploits for web attacks

1 DNS replicationsensor with fastflux detection ¢ used to sniff DNS
NE & 2 f O -8Sadfied ougbiigy traffic to be further sent téast-flux
domains detection engine.

Thereis also runningscript (derivedoriginallyfrom SRU@HR softwatesed
by HRCERJ which collects from public datfeeds informatiorrelated to
drive-by-download websites witmalware URLghishing and C&Cs:

1 NIRGscript¢ This software is integral part of Mediation server and it will
collect data about incidents from public feeds on Internet thus building
the table containing malicious domain names which are necessary for
correlation purposes with the results of fatix detection. The software
version which runs in CARNet will also additionally send extracted
information related to EU member states to Central Clearing house. So,
the output of the script represents informatioabout C&C and URLs
serving malware and phishing pages related to address space of all EU
members. The results derived by NIRC are very suitable for European
CERT community as early information about the compromised hosts
which are in their responsibility

Figure 13 represents the logical organization of different sensors. Each of
these sensorsgprimary function is fast detection and caching of events.
Mediation server(MS) will fetch cached data periodically from the sensors
database and will store it in its central databaBarther data processing will

be performed at Mediation server, which will also provide graphical user
interface to the stored dda, configuration and overview about sensors
health. Data processing includes deduplication of data, scanning for
malicious code and other types of detection and correlation, so mediation
server will provide postprocessing of stored data providing dedeobi:

I spam campaigns
1 spambots
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1 web sites serving malware and phishing pages
1 malware samples
9 fastflux domain detection (pDNS faltix collector)

Mediation server software is in fatiie intelligence of the systerand it also
provides data exchangenterface in appropriate format withcentralized
clearing house

Mediation server and sensors

Honeypots
appliance

DNS
Replication
appliance

Spamtrap
Appliance

Mediation Server

[ 3]

Clearing House

(DE)

Figurel3: System architecture

Internal organizationof data processing

Mediation server contains central database in which collection routines
write data after its collection from sensors. The sensors are periodically
polled thus preventing mediation server to be overwhelmed by unsolicited
inputs from sensors. The period péarticular poll routine activation varies
from 1 day to a couple of minutes as it is shown in tikégure14. The
exception is passive DNS sensor Wipashes data in real time to Mediation
server in the opposite of Honeypot/Spamtrap sensor which are polled in
regular intervals in several minutes timeframe. NIRC pulls incident data once
per day from the public feeds on Internet and stores it in the dihel after

that in the central database.

Postprocessing of data is also triggered by cron at particular time interval.

Once per day is performed scanning of attachments and URLs in received
spam and once per week, when enough spam is collected, anafybigk
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spam is performed to find similar-reail which belongs to the same
campaign sent by botnet.

Processing of sniffed DNS data and-fast detection algorithm is activated
every 30 minutes to compute voting score for fésix detection filtering
process. Also final postprocessing (detection) of this filtered data is done
once per week.

Once per dayor weekly, newly detected data about fadtux domains,
malware URLs, spambots, phishing URLs and bot IPs will be selected and
sent in daily report taentral clearing houes

DATA COLLECTION AND POSTPROCESSING AT MEDIATION SERVER

periodic data collection routines

Poll

Poll

Get data

Spamtrap Honeypot 2 collected by
routine routine NIRC
Frequency:
I Real time
| E— Minutes
[ E— Daily
— Weekly

Mediation Server DB

v
v v v
spam fast flux temp fast flux D
cam':)aigns o el sample attacker compromised D_B_ DB ata
spam ma hashes data hosts(malwar mediation pDNS base
e URL) server collector
\
\
; X i
~ / / \
/
\\ / /
v
Spamtrap Scan new
Extract URL samples for Output to
and check malware Cent_ral
URL, save (ClamAV, clearing filtering
attachments Cymru) house

Periodic postprocessing routines

Figurel4: Data collection and postprocessing
Honeytokens

Honeytokens are email addresses created especially for spamtrap and URL
pointing to honeypot web page containingisigs (google dorks) which may
suggest to attacking system that web site might be vulnerable. Spamtrap
honeytokens are email addresses created especially designed for spamtrap
and are not real email addresses of some persons. Such addresses are
inserted nto existing html code on web pages of regular web sites to be
accessable by harvesters(robots which collect email addresses). When email
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addresses are collected, they will be included into spammer lists and sending
spam to this addresses will start. Thigeans that all email received by
Sspamtrap sensor is spam since it is sent using spammer sending list.

Honeytokens should be inserted into HTML in such a way that they cannot

be visible by ordinary users, but can be collected by robots. Honeytokens
and semors are shown in thEigurel5.

HONEYTOKENS

Service provider

Dionaea
Honeypot

Passive DNS

Web replication

honeypot

Portal

Service provider
hktp:// or portal
=

alias

HTTP

Mediation
Server

Passive DNS

replication

Service provider

Central = )
. Data connections
Clearinghouse| .
(DE) '- oo
L ointers(Honeytokens)

Figurel5: Honeytokendor spamtrap and honeypot

10.1.2.Responsibilities
10.1.2.1.Development
Software was developed by CARNet ACDC team reachable at
alias ncert@cert.hr
10.1.2.2.Deployment and Maintenance

5SLX 28YSyid YR YFAY(daSylyOS A& LI NI\
inftall software at own premisses

10.1.2.3.0Operation
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own premisses

10.1.3.Input Datafrom sensors

Input from Honeypot sensor

The honeypot implemented in our case is Glastopf, which uses a PostgreSQL
database on the sensor side. Mediation Server pdis from the Glastopf
sensor database. Data fetched by Mediation Server contains information
about the collected remote file inclusion, that is timestamp when the attack
has occurred, attack source IP address and port ,url and hash of the used
malware. Te additional scripts (e.g. shell PHP scripts) used in the attack are
saved locally on MS, in the folder samples. The other attack types to
Glastopf do not involve remote attacking systems, so they are not
considered as relevant to botnet spreading problem

Honeypot database stores all data in the table events, which has the

following structure:

1 id ¢ primary key of the event

time ¢ timestamp of the attack (format gqim-ddhh:mm:ss)

source- ip:port pair of the attack source

request_rawg Attack HTTP header

request_url ¢ requested url or path on the web server (

intcoolunit.hr/foo/bar has the request_url /foo/bar)

9 pattern ¢ attack type (unknown, sqli, phpinfo, head, tomcat_status, [fi,
tomcat_manager, robots, rfi, comments, phpmyadmin,login,
php_cgi_rce, ste_css)

1 filenamec¢ hashed filename of the attack script

T
1
T
1

Input from Spamtrap sensor
Mediation Server polls the Spamtrap sensor database and fetches the
following data: the IP address of the sender, rawmail data including
attachments, email arrival tirestamp and recipient. These data is used for
additional post processing described later. Also, polling procedure is
scheduled in regular intervals so there is a delay between intervals when a
new email arrives.

Each spam message (inside the spamtrap @g@nis an object with the
following attributes:
1 timestamp ¢ indicating when was message received
1 senderc IP address of the sender
9 recipient¢ email address of the recipient from the RCPT TO SMTP field
1 raw ¢ raw spam message including all headers andchiteents stored

in binary format

Input from NIRC
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NIRC is located on the same machine as Mediation server. After every (daily)
run, it locally stores all data about new incidents. Every incident event is
presented as a Python dictionary (JSON like) obfdcevents are stored in a
serialized Python pickle file which is later processed by other routines in
Mediation Server. Each event is an object with the following attributes:
typeg String representing the type of the event
Possible values:
MLWURI¢ malware URL
MLWDOMAIN, malware domain
PHSUR¢. phishing URL
CC¢ command&control server
sourceg String, name of the source (public feed)
constituencyg AS number of the network in which the event occured
timestamp (Python datetime objegt- Timestampassociated with the
event. It indicates when the event happendtl is taken from the web
feed or generated by NIRC in the moment when the incident was found.
i datacdictionary(inside a dictionary) containing these fields:
o url (Sring) - Contains malwar®r phishing URL if event has an
URL associated with ibgtional)
0 domain (String ¢ Contains malwarelomainif the eventhas an
domainassociated with ifoptional)
0 ip (String ¢ IP address
0 malware (String ¢ malware type if available, e.g. Zeus, SpyEye
(optional)

=4 =4 =4 =8 - -8 -8 -8 -9

Input from pDNS fastlux sensor

Input from pDNS sensor is MMSGformat, whichis anextensiblecontainer
format, that allows dynamignessagdypesand supports. NMSG containers
may be streamed to a file or transmitted as UDP datagrafftsisinput is
read by pDNS fadlux collector VM where shuch streams are processed and
fast fluxdomains are detected. Thus, input to Mediation server is simply said
fastflux domain read from pDNS faiitix collector VM.

NMSG containersan containmultiple NMSG messages or a fragmeof a
messagetoo large to fitin a singlecontainer. Thecontents of an NMSG
containermaybe compressed.

The NMSG message type (supported by BE message modjlsed as
input coming frompDNS fasflux sensor idgn fact sniffed & R ytéaffic. It
encodes DNS RRs, RRsets, and question RRs and has the following fields, all
of which are optional:

* gname (bytes)
Thewire-format DNS questionname.

* gclass (uint16)
The DNS questionclass.

* gtype (uint16)
The DNS questiontype.

* section (uint16)
The DNS sectionthatthe RR or RRsetappearedin.

45



* rrname (bytes)
Thewireformat DNS RR or RRsetownername.
* rrclass (uint16)
The DNS RR class.
* rrtype (uint16)
The DNS RR type.
* rritl (uint32)
The DNS RR tinte-live.
* rdata (bytes) (repeated)
The DNS RR RDATA

10.1.4.Output Datato Central Clearing House

MS can output the following data, and send it to the central clearing house:
Honeypot collected exploits and malware

Hosts serving malware URIs, phishing sites or C&C servers

Malware (from URIs and attachments) samples

Fastflux domains

Spamtrap campaigns

Spambots with dynamic IP addresses

=A =4 =4 =8 -8 =9

"HoneypotAttackersData"={
"AttackerData":

tech.com/wikka/DinosgVealpr®s3ERecommended+Resource+site%3C/a%3

=

"timestamp”: "2013 - 04- 29 14:02:38",

"attackerlP": "5.34.247.100",

"srcPort"; "58063",

"dstPort": "80",

"protocol”; "http",

"countryCode": "None" ,

"sample": ['902fe4a680alb42cdba57¢551b32¢13b", "
"compromisedURL": ["http://Jinn -

]
}

Output 1¢ Honeypot collected exploits and malware

Honeypot collected exploits and malware (shown in Output 1) contains data
about remote file inclusion att&s. For these attacks is common to use
compromised URLs for distributing driteg-download malware and for
hosting various malicious scripts used in the attack

"CompromisedHostsData"={
"CompromisedHost": [

"IP": "62.73.4.10",
"domain": "heuro -vacances.fr",
"country": "FR",

"type":"malware|c&c|phishing"
"malwareData":[

{
“timestamp": "2013 - 04- 30 07:03:42.530230",
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“"infectedURLS": ["heuro -
vacances.fr/5nW.exe","™,"

}

]

Output 2- CompromisedHostsData containgdtsthat hostmalware
URIs, phishing sites or C&C servers

CompromisedHostsData object, shown in Output ecerpt contains

information of malicious hosts and URIs extracted from spam messages,

honeypot attacks and NIRC reports. Reported host can have a type:
1 malware, for hosts containing binary malware

1 0303 K2aida dzaSR FT2NJ K2aidAy3d o62(GySiQa

91 phishing, ke websites used for frauds

"SamplesData"={
"sample™: [
"timestamp™: "2013 - 04- 29 14:02:38",
"compromisedHost":"url|attachment”,
"source":"spamtrap|honeypot”,
"data":{
"attackerlP": "5.34.247.100",
"protocol": "http",
"countryCode": "None",
"checksum":"9e3185c2dfed567442cddf466f20f9a0"

}
]
}
Output 3¢SamplesData containsatware (from URIs and
attachments) samples
Output 3 or SamplesData contains samples collectedspgmtrap or
honeypot sensors. Samples are retrieved from URIs-mai attachments,
binary files are represented with a checksum.
"pDNSData" =
"domains™: [{
"domain" : {

"domain_name": "example.ru”,

"botIP": ['121.454.32.23", "198.193.53.141"
"time _first": "2012 -01- 10 16:45",
"time_last" : "2012 -01- 22",

1

Output 4- pDNS Data contains a list of collected fast flux domains

Output 4 contains fastlux domains, additional information is provided for
detected bots and used name servers. Bots @presented with their IP

address and the time range when those bots were active and present in DNS

responses.

47



"spamtrapCampaigns"={

"campaign":[{
"startTimestamp":"2012 -01-10 16:45",
"endTimestamp™:"2012 - 01- 12 19:45",
"total_spams":"22",
"spamSLbject":"Teik it or leave it",
"has_malware":"1",

"spambot":[
{
"ip":"127.0.0.1"
"asn":"2108"
"timestamp™:"2012 -01-10 16:45",
1
}
]
}
Output 5- Spamtrap campaigns
Output 5 contains information about spam campaigns, and spambots used
in the campaign. Campaigns are grouped by the spam messages content and
campaign duration.
"spamBots"={
"ip_list™:[{
"ip":"127.0.0.1",
"asn":"2108",
“timesta mp":"2012 - 01- 10 16:45"
1
}

Output 6- Spanbots

Output 6 contains information about detected spambots that were not
participating in detected spam campaigns.

10.1.5.External interfaces

There is no API available in a form of a web service. Though, data can be
accessed through a web interface called MS Status Reporter or shortly MS
Web.

MS Web is a full featured dashboard containing status of particular sensors.

In order to use MS Web you must have valid credentials created by the MS

administrator.

Through theweb interface you can:

1 Manage partners information

1 Manage hardware devices, Virutal machines and other sensor data

1 See collected data by Spamtrap

1 See collected Honeypot attacks

1 See collected Malware URIs and their addition information from various
sources (Honeypot, NIRC and Spamtrap)
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I Get insight about the pDNS processes and see collectedFkeast
domains

Collected messages (before deduplication) from sensors in last 24 hours

smamtrap 19005

Collected spams by partner

;;;;;

Figurel6: Mediation server status reportetashboard

As you can see iRigure1l6, MS Web dashboard is used for an overview
statistic, the pie chart represents collected messages structuredemgor
source. The bar chart shows the contribution of external partners which
implemented spamtokens on their websites.
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Figurel7: PDNS fast flux detection

Figure 17 shows PDN&ast Flux detection domains list and their data
collected by the PDNS sensor. Domain contains the domain name,
minimum/maximal/average time to live (TTL) of the domain, number of
name servers encounted, number of IP addresses resolved, number of
ASNSs, result of the NCERT method, section for manual labeling the domain
behaviarr, IP and ASN growth rations. Domains table contains all
deduplicated values collected by the PDNS sensor.
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Spamtrap web interface

Spam search Showing search results for period between 2013-12-01 and 2013-12-05
Show 50 [x]|entries Search
Date From:
0 Time v Subject sender Recipient snd  cnt o unl Mw g
2013-12-01
322737 | 2M1312.04T21:2835  -info -3011/2013 46235.9.98 — - en ds
Date To: @ Acoe
2013-12-05 2013-12-04T20:3716 | -nfo 3071172013 en .
aadancad 201 37:07 | -info 301172013 en o
parameters @ acoe
322693 | 201342-04T20:35:26  -info -30111/2013 do
e en @ Acoe
-info 30112013 en =
Sender is from @ acoe
Any country 9 Fraud Alert * Iregular Card Activity — ] en =~
y county i : , & icoe +
Content is in - - . -
2626 | 2013-12-04T18:0854  [1304838 CTUALITE DE JEAN MADRAN : « TRES SAN 1] en ds
- ® acoe
Any language [=] PERE, RENDEZ CHIS
Malicious URL is 322562 2013-12-04T1T5626 (130 ttre 4 ALITE DE JEAN MADIRAN © « TRES SAINT 1} en & acoe
. PERE, RENDEZ LE C. b
Any hd
’ B 201312-08T17:20:45  [130. JALITE DE JEAN MADIRAN : « TRES SAINT (1] en o
@ acoe
URL from PERS
All ACDC countries =] 88 201312-04T16:49:18 | [130444127] lefire 416 - ACTUALITE DE JEAN MADRAN : « TRES SANT 11 en % acoa
PERE, RENDEZ LE CATECHIS. 7
Keywords are: | I B .
462 | 2013-12-04T16:18:38  Retoureniabel zu lhrer DHL Sendung 9381048598 — de % ncoa
Any ®aco
22460 | 213-12-04T1BAT:05  Retoureniabel zu lnrer DHL Sends do
etoureniabel zu lnrer endun [1] de & acoe
2013-12-04T16:16:11 | Retoureniabel zu Inrer DHL Sendung 938104 = de oy
Q Search now el
457 | 2013-12-04T16:1252  Retoureniabel zu lhrer DHL Sendun 181 de ”
1 @ acoe
S5 201342.04T16:11:04  Retoureniabel zu lhrer DHL Sendun: 78.186.148.49 de ds
® acoe
2013-12-04T16:10:46  Retourenlabel zu lhrer DHL Sendun 30.50.125.74 de e
(@ Acoe
22452 | 2013-12-04T16:07:35  Retoureniabel zu Inrer DHL Sendung 938 199.12.231 — = de o
@ acoe
446 | 2013-12.04T16:0428  Retoureniabel zu lhrer DHL Sendung 938 190.101.112.105 - de deo
® acoe

Figurel8: Collected spam messages from spamtrap sensor

Spamtrap collects spamraails send to the active spamtokens. Fréigure
18we can se a generic view of those spams. In the right panel is possible to
filter messages using various attributes: date range, sender country, content
language, present malicious URLSs etc.

10.1.6.Deployment
10.1.6.1Model(security and data flow)

Security

All sensors communicate with Mediation server over authenticated secure
channel. Honeypot and Spamtra@nsor when installed, they establish
OpenVPN secure tunnel to Mediation server. Inside OpenufPNel all
connections towards sensors are initiated B\ediation server in order to
prevent unsolicited or unsecure connection initiated by the sensors. For the
authentication, digital certificates on sensors and mediation server are used.
All connections inside the OpenVPN tunnel are checked by iptablesafirew
running on Mediation server. The connection types running inside OpenVPN
tunnel are management(ZABBIX) or SQL queries to Postgres database for
Honeypot/Spamtrap sensorsnd only ZABBIX connection for passive DNS
fastflux detector. The data (DNS RRirp) are pushed by rsync usisgh
encryption and authentication as it is shown in thigure20.

It is also advisable to put hardware firewall inrft of mediation server, just

to protect it from any attacks allowing only OpenVPN tunnel port open for
incoming connections from sensors.
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